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INTRODUCTION

The historical background of pairwise com-
parisons (PC) is dated back to pre-historic times, 
when the first humans did decisions related to 
selection of better piece of wood for a bow or 
a better stone for hunting. The first known ex-
ample described in the literature is the work of 

Catalan scholar and monk Ramon Llull written 
in the 13th century [1]. Then, in the 18th century 
this method was used again by Marie Jean An-
toine Nicolas de Caritat for the elections frame-
work [2]. In the XXth century a psychometrician 
L.L. Thurstone using this method proposed a 
Law of Comparative Judgments [3]. But the 
most known example of PC use is the analytic 
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hierarchy process (AHP) proposed by Saaty 
[4] and together with analytic network process 
(ANP) it became one of the most frequently used 
multiple-criteria method applied in majority of 
decision making systems [5].

Together with PC a special problem of its 
(in)consistency is also well-known. It is ex-
pected that if for object A it’s assumed that it 
is 2 times better than object B, and further, the 
object B is 5 times better than an object C, for 
the object A one can expect that it is 10 times 
better than C (i.e. 2 × 5 = 10). If not, the judg-
ments in comparisons are inconsistent. Several 
measures of inconsistency were proposed – the 
first one was introduced by Saaty [4] by a spe-
cial consistency index CI and the consistency 
ratio CR. Because inconsistency indicates that 
human’s judgements are not fully consistent 
and this influences the final results of PC us-
age there is a need to propose some automatic 
methods that can not only indicate this problem 
but also help to remove inconsistency from ex-
isting matrices.

Since there are currently no free and publicly 
available libraries implementing the presented 
solutions (both in Python and other program-
ming languages, as of 2023/07/14), up to now 
researchers dealing with the topic of pairwise 
comparisons have had to rely mainly on work-
ing in spreadsheets such as Microsoft Excel or 
LibreOffice Calc. In this paper authors would 
like to introduce Python package for reducing 
inconsistency of PC matrices according to sever-
al known and presented in literature algorithms. 
It is believed that this software can find many 
useful applications among researchers and en-
thusiasts who work with multi criteria decision 
making systems and still developed new chal-
lenges in this field.

The paper is organized as follows: in Section 
2 there will be presented issues related to pairwise 
comparison matrices, the indices used to describe 
them and the problem of reducing the inconsist-
ency of such matrices. In Section 3, the architec-
ture of the REDUCE library is shown, together 
with a description of the functionality and a code 
analysis of the key functions that comprise it.  
Then, Section 4 will give real and existing user 
applications that use the REDUCE library, and 
the potential impact of such a free library on the 
development of small and medium-sized enter-
prises, along with Section 5 containing a summa-
ry of the entire paper.

PAIRWISE COMPARISONS

Let us assume that 𝒞 = {c1, c2, ..., cn}, n ∈ N,  
n > 1 is a non-empty, finite set of compared ob-
jects such as: criteria, alternatives, physical prop-
erties, preferences, etc. Having S as a PC scale 
one can denote by aij ∈ S, aij > 0 a relative pref-
erence (importance) of an object i over object j, 
where i, j ∈ {1, ..., n}. If aij = 5 this is understood 
as a situation where object i is 5 times more pre-
ferred, more important, than an object j.

A n × n square matrix A = [aij] (1) is a pair-
wise comparisons matrix (PCM) and a PC matrix 
An×n = [aij] is reciprocal if (2) is satisfied.
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It is assumed that all PCMs are reciprocal.  
A pairwise comparisons method is a kind of deci-
sion making method that is directly related to pri-
ority deriving method that gives a priority vector  
w = (w1, ..., wn) (also known as a vector of 
weights of all n compared objects) from A PC 
matrix. Usually the priority vector w is normal-
ized (3).
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The values w1, ..., wn of comparisons are used 
for ranking the best and the worst objects.

As it was mentioned in Section 1 a spe-
cial problem of PC’s (in)consistency should be 
adressed. Saaty’s consistency index CI [4] of a 
n×n PC matrix A is given as (4) and the consist-
ency ratio CR is defined as (5).
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In Definition 3 RI(n) is the most popular and 
is understood as the random consistency index 
expressed by the arithmetic mean of random-
ly generated PC matrices of a given order with 
Saaty’s scale dependent on n, and λmax is the 
largest (positive) eigenvalue of A.
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However, there are also other definitions of 
inconsistency indexes – thanks to the analysis of 
the studies performed in Mazurek’s work, it was 
also decided to implementation of important in-
dexes: Relative Error Index [6], Golden-Wang 
index [7], Koczkodaj index [8], Obata index [9], 
Peláez-Lamata index [10], GCI and TGCI index-
es [11, 12] and the Harmonic Consistency index 
[13] – definitions of which are provided in the 
publications of their authors, and their implemen-
tation can be found in the library described later 
in this research paper (except Obata index which 
exhibited stability issues during operation).

Because the main cause of inconsistency are 
errors in humans reality perception and judge-
ments it is not so obvious where they could hap-
pened, there are methods and algorithms that are 
able to find and correct wrong data in matrix A in 
order to minimize the inconsistency ratio.

While there are many algorithms for this pur-
pose, in principle there are two groups of pairwise 
comparison matrix inconsistency reduction algo-
rithms - non-iterative and iterative [21]. Based 

on the conclusions of the research work by the 
team of Mazurek et al. [20], the library proposed 
in this paper includes algorithms from the itera-
tive algorithm group. These are the algorithms 
by Cao et al. [27], Szybowski [28] and Xu and 
Wei [29]. Although there are at least two more 
known algorithms present in the paper [20], the 
algorithm of Kou et al. [30] was found to be un-
stable and problematic to work efficiently, as was 
the algorithm of Mazurek et al. [31], which does 
not converge to zero inconsistency in every case 
- so these algorithms were disregarded during the 
development of the library. 

SOFTWARE DESCRIPTION

Software architecture

The reduce.py library was written using the 
Python language, using the aux-iliary libraries 
NumPy [16], SciPy [17] and SymPy [18]. The li-
brary repository is hosted at [19].

Fig. 1. Architecture of the reduce.py library
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The software architecture is included in Fig-
ure 1. It consists of 21 functions in the current ver-
sion. All functions are available to the end user. 
They can be divided into four categories: data 
input helpers, CR (consistency ratio) reduction 
algorithms, PCM (pairwise comparison matrices) 
indexes and support functions. The first category 
contains two helper functions to help both: create 
a random pairwise comparison matrix and per-
form its reading from a suitably crafted CSV file. 
The second category contains implementations of 
comparison matrix inconsistency reduction algo-
rithms, described in the Section 2, and their im-
plementation will be discussed later in the article. 
The input is given a comparison matrix with the 
required auxiliary parameters, while the output is 
a matrix with a reduced inconsistency coefficient 
(CR). The third category contains the indexes 
used in the researchers work which can be calcu-
lated by giving the pairwise comparison matrix 

directly on the input, and on the output receiv-
ing the given index. The last category is auxiliary 
functions, used by the main functions to calculate 
various parameters needed for the operation of 
the essential algorithms. Although these are func-
tions added for the operation of the algorithms in 
the second and third categories, it was considered 
that they would be publicly available to all users, 
due to their potential usefulness.

Computational complexity

Upon a thorough analysis of the REDUCE 
library, it becomes evident that the most compu-
tationally efficient functions such as return_ran-
dom_number() and return_ri(size) exhibit a con-
stant time complexity of O(1), ensuring their ca-
pability to efficiently handle matrices of any size. 
However, it’s crucial to note that these functions 
serve auxiliary roles within the library. The main 

Table 1. REDUCE library complexity analysis
Name of the function Complexity Explanation

create_pc_matrix(size) O(n2) Two nested loops each running n times

return_random_number() O(1) The operation of picking an element from a list is constant time

return_max_eigenvalue(n_matrix) O(n3) The time complexity of the eigenvalue algorithm is cubic

calc_vecs(n_matrix) O(n3) This complexity comes from the eigenvector calculation. The sub-
sequent operations inside this function have lower complexity

calc_geo_mean(n_matrix) O(n2) A single loop going over n elements, and inside the loop, an-
other operation going over n elements

calc_eij(n_matrix) O(n2) The operations inside the two nested loops are all constant time

return_ri(size) O(1) The function checks for certain values and returns a corre-
sponding result

import_pc_matrix_from_csv(filename) O(n2) This is due to reading the CSV file where n is the number of 
rows (or columns)

convert(imp_matrix) O(n2) Converting each element in the n x n matrix

dynamic_vectors(n_matrix) O(n3) This complexity is determined by the eigenvector calculation.

gmm_vectors(matrix) O(n2) There are several loop iterations over n

xu_and_wei_cr(matrix, lambd, threshold) O(n4)

While loop that continues until a condition is met. Inside this 
loop, we have nested for loops iterating over the matrix, and 
function calls to return_max_eigenvalue and calc_vecs which 
are both O(n3)

cao_cr(matrix, lambd, threshold) O(n4) Similar to xu_and_wei_cr, this function also has O(n4) complexity

szybowski_cr(matrix, threshold) O(n4) The complexity is also similar to xu_and_wei_cr

koczkodaj_index(matrix) O(n3) Three nested loops each running n times

golden_wang_index(matrix) O(n3) Nested loops and a function call to dynamic_vectors, which 
is O(n3)

pelaez_lamata_index(matrix) O(n3) Three nested loops each running n times

geometric_consistency_index(matrix) O(n2) A couple of nested loops iterating over the matrix, and a func-
tion call to gmm_vectors which is O(n2)

triads_geometric_consistency_index(matrix) O(n3) Three nested loops each running n times.

relative_error_index(matrix) O(n2) Two nested loops iterating over the matrix, and a function call 
to gmm_vectors which is O(n2)

harmonic_consistency_index(matrix) O(n2) A loop and a nested loop iterating over the matrix
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functions like xu_and_wei_cr, cao_cr, and szy-
bowski_cr, despite being central to the library’s 
functionality, manifest a higher computational 
complexity of O(n4), rendering them less effi-
cient as the size of the input matrix increases. A 
detailed perspective on the performance of these 
functions can be gleaned from the empirical data 
compiled in Table 1.

Performance testing of inconsistency 
reduction algorithms included in the library

An examination of the performance of incon-
sistency reduction (to a CR level of less than 0.1, 
which is considered sufficient) of 10,000 random 
pairwise comparison matrices ranging in size from 
3×3 to 10×10 was performed. Timing calculations 
were performed using the timeit library in Python, 
using the Google Colaboratory platform, with 
the parameters of a single core Intel Xeon® CPU 

2.20GHz, 12.7GB of RAM and 100GB of disk 
space. The calculations were repeated 5 times for 
each case and an average was drawn from them, 
which is included in Table 2 and visualized in the 
graph in Figure 2. The provided results show the 
execution times for three different algorithms in-
cluded in the library and it can be observed that 
as the matrix size increases, the execution times 
for all three algorithms also increase. This is ex-
pected since larger matrices require more compu-
tational effort to process. Additionally, it can be 
concluded that the Python library reduce.py of-
fers significantly faster execution times compared 
to spreadsheets. While spreadsheets might be 
quicker for small-scale operations involving one 
or two matrices, the creation of a script using the 
reduce.py library can provide substantial benefits 
when dealing with hundreds, thousands, or even 
tens of thousands of matrices. The advantage of 
using reduce.py lies in the ability to automate and 

Table 2. Inconsistency reduction functions execution time comparison for different matrix sizes
Matrix size xu_and_wei_cr (ms) szybowski_cr (ms) cao_cr (ms)

3×3 978 492 312

4×4 2.370 1.061 558

5×5 4.634 1.937 954

6×6 8.023 3.128 1.539

7×7 12.862 4.843 2.341

8×8 19.611 7.132 3.394

9×9 27.433 9.988 4.714

10×10 37.887 13.424 6.322

Fig. 2. Inconsistency reduction functions execution time comparison for different matrix sizes
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efficiently process a large number of matrices in 
a consistent and time-efficient manner. The sim-
plicity of the Python language also contributes 
to the ease of creating such scripts, allowing re-
searchers or users to spend the same amount of 
time while achieving tangible results.

Illustrative example

In order to show the operation of this library 
in practice Listing 1 presents an example applica-
tion in Python, which, implementing the library 
presented in this paper, will generate a random 
comparison matrix of size 6×6, and then reduce 
its consistency ratio (CR) to a value below 0.1, 
using all the algorithms available in the library.

IMPACT

As shown in the Section 3, the solution pro-
posed in this paper allows implementing ready-
made and researcher-tested algorithms in pro-
grams that allow greater freedom in matters of 
data loading and code customization. The im-
plementation of the above algorithms in Python 
has resulted in a number of research papers and 
application tools using this – until now intend-
ed for in-ternal use – library. The Reduce library 
was first used during a Monte Carlo study of 
pairwise comparison matrix inconsistency re-
duction algorithms described by Mazurek et. al 
[20]. Along with this research work, a free CLI-
type tool, PCM-CR [22], was published. The 
Reduce library is also a part of the back-end of 
a web application called REDUCE, which was 
described by Kowal et al [23] and which is the 
de facto graphical interface for this library acces-
sible from any web browser. The REDUCE ap-
plication is available at [24]. Also, based on the 
Reduce library, is the PC MATRICES GENER-
ATOR tool described by Kuraś et al. [25], which 
uses pairwise com-parison algorithms to stream-
line the process of generating random compari-
son matrices with the desired consistency ratio 
(CR). The tool is available at [26].

Potential impact on the development 
of small and medium-sized enterprises, 
research and industrial applications

The appearance of the free pairwise com-
parison inconsistency reduction library with 

tools presented in this paper, and the fact that 
these applications are able to effectively count 
the most important matrix inconsistency indi-
ces, may enable small and medium-sized en-
terprises to take advantage of the capabilities 
of multi-criteria decision-making methods  
– until now they have had to use either cum-
bersome and time-consuming spreadsheets or 
paid software such as Expert Choice [43] to 
do so. Implementing decision-making methods 
is also an important part of the transition to 
Industry 4.0 [44], which, from the perspective 
of today’s applications, has already had tan-
gible effects in industrial applications as well 
[45, 46]. From a scientific point of view, the 
reduction of inconsistency in the elements of 
a pairwise comparison matrix is an important 
element of research in fuzzy logic [14], prefer-
ence programming [15], or constructive con-
sistent approximations [45].

CONCLUSIONS

In this study, a Python library for reducing 
pairwise comparison matrix inconsistencies 
– reduce.py – was created for the first time, 
available to the public and at no extra charge. 
This library can help improve research in topics 
such as AHP, BWM, or other decision support 
methods that use pairwise comparison matrices. 
Users can use the library either by importing 
it yourself into your Python project, or by us-
ing tools based on the library, presented in the 
Section 5. This publication demonstrates that 
this solution is more effective than other free-
ly available tools for researchers and SMEs, in 
the form of spreadsheets such as LibreOffice 
or Excel, and with the ease of application and 
simplicity of the Python language, such entities 
will not be forced to use paid solutions such 
as Expert Choice to benefit from the capabili-
ties of these methods. Although the library cur-
rently uses the most effective algorithms avail-
able at the time of publication (2023), it will 
be continuously developed by the authors with 
other new emerging algorithms, provided they 
have been sufficiently tested for effectiveness 
and efficiency. Of the non-iterative algorithms, 
it is worth mentioning a few of them: [32-42], 
which will become part of the REDUCE mod-
ule in the next planned release as the project is 
still under development.
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